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Model Dependence Example

- Data: 124 Post-World War II civil wars
- Dependent var: peacebuilding success
- Treatment: multilateral UN peacekeeping intervention (0/1)
- Control vars: war type, severity, duration; development status, ...
- Counterfactual question: Switch UN intervention for each war
- Data analysis: Logit model
- The question: How model dependent are the results?
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## Two Logit Models, Apparently Similar Results

<table>
<thead>
<tr>
<th>Variables</th>
<th>Original “Interactive” Model</th>
<th>Modified Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coeff</td>
<td>SE</td>
</tr>
<tr>
<td>Wartype</td>
<td>−1.742</td>
<td>.609</td>
</tr>
<tr>
<td>Logdead</td>
<td>−.445</td>
<td>.126</td>
</tr>
<tr>
<td>Wardur</td>
<td>.006</td>
<td>.006</td>
</tr>
<tr>
<td>Factnum</td>
<td>−1.259</td>
<td>.703</td>
</tr>
<tr>
<td>Factnum2</td>
<td>.062</td>
<td>.065</td>
</tr>
<tr>
<td>Trnsfcap</td>
<td>.004</td>
<td>.002</td>
</tr>
<tr>
<td>Develop</td>
<td>.001</td>
<td>.000</td>
</tr>
<tr>
<td>Decade</td>
<td>−.299</td>
<td>.169</td>
</tr>
<tr>
<td>Treaty</td>
<td>2.124</td>
<td>.821</td>
</tr>
<tr>
<td>UNOP4</td>
<td>3.135</td>
<td>1.091</td>
</tr>
<tr>
<td>Wardur*UNOP4</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Constant</td>
<td>8.609</td>
<td>2.157</td>
</tr>
<tr>
<td>N</td>
<td>122</td>
<td></td>
</tr>
<tr>
<td>Log-likelihood</td>
<td>-45.649</td>
<td></td>
</tr>
<tr>
<td>Pseudo R²</td>
<td>.423</td>
<td></td>
</tr>
</tbody>
</table>
Doyle and Sambanis: Model Dependence

In Sample Fit

Counterfactual Prediction
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Matching reduces model dependence, bias, and variance
How Matching Works

- Notation:
  - $Y_i$: Dependent variable
  - $T_i$: Treatment variable (0/1, or more general)
  - $X_i$: Pre-treatment covariates

- Estimation:
  - Treatment Effect for treated ($T_i = 1$): $TE_i = Y_i(T_i = 1) - Y_i(T_i = 0)$ = observed - unobserved

- Estimate $Y_i(T_i = 0)$ with $Y_j$ from matched ($X_i \approx X_j$) controls $\hat{Y}_i(T_i = 0) = Y_j(T_i = 0)$ (or a model)

- Prune unmatched units to improve balance (so $X$ is unimportant)

- Quantities of Interest:
  1. SATT: Sample Average Treatment effect on the Treated: $SATT = \frac{\sum_{i \in \{T_i = 1\}} (TE_i)}{\sum_{i \in \{T_i = 1\}}}$
  2. FSATT: Feasible Average Treatment effect on the Treated
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1. Preprocess (Matching)
   - Distance($X_i, X_j$) = $\sqrt{(X_i - X_j)'S^{-1}(X_i - X_j)}$
   - Match each treated unit to the nearest control unit
   - Control units: not reused; pruned if unused
   - Prune matches if Distance > caliper

2. Estimation Difference in means or a model

3. Checking Measure imbalance, tweak, repeat, ...
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Method 2: Propensity Score Matching

1. Preprocess (Matching)
   - Reduce $k$ elements of $X$ to scalar $\pi_i \equiv \Pr(T_i = 1 | X) = \frac{1}{1 + e^{-X_i \beta}}$
   - Distance($X_i, X_j$) = $|\pi_i - \pi_j|$
   - Match each treated unit to the nearest control unit
   - Control units: not reused; pruned if unused
   - Prune matches if Distance $>$ caliper

2. Estimation Difference in means or a model

3. Checking Measure imbalance, tweak, repeat, . . .
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- 185 Ts; pruning most 16,252 Cs won’t increase variance much
- Huge bias-variance trade-off after most are pruned
- Estimates converge to experiment after removing bias
- No mysteries: basis of inference clearly revealed
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- Frontier is nearly linear (left)
- Causal effects have big jumps (right)
- More difficult inferential task
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Aids Shocks: Large Unit-Level Effects

<table>
<thead>
<tr>
<th>Country</th>
<th>Year</th>
<th>Case</th>
<th>Effect change</th>
<th>Remaining</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gambia</td>
<td>1991</td>
<td>0</td>
<td>0.008 → 0.015</td>
<td>1608</td>
</tr>
<tr>
<td>Niger</td>
<td>1994</td>
<td>1</td>
<td>0.015 → 0.023</td>
<td>1595</td>
</tr>
<tr>
<td>Lesotho</td>
<td>1998</td>
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- **Warning**: figure omits some details!
Constructing the FSATT Mahalanobis Frontier

Warning: figure omits some details!

- Very fast; works with any continuous imbalance metric
Constructing the L1/L2 SATT Frontier

![Bar Chart]

- Bin 1: Treatment = 5, Control = 4
- Bin 2: Treatment = 6, Control = 7
- Bin 3: Treatment = 2, Control = 3
- Bin 4: Treatment = 3, Control = 3
- Bin 5: Treatment = 3, Control = 2
- Bin 6: Treatment = 1, Control = 2

![Scatter Plot]

- Frequency of observations dropped:
  - Bin 1: 0.12
  - Bin 2: 0.10
  - Bin 3: 0.08
  - Bin 4: 0.06
  - Bin 5: 0.04
  - Bin 6: 0.02

- Number of observations dropped:
  - 0
  - 2
  - 4
  - 6
  - 8
  - 10
Constructing the L1/L2 SATT Frontier

![Graph showing frequency and L2 values for different bins. The graph compares Treatment and Control groups across bins 1 to 6. The L2 values range from 0 to 0.12, and the number of observations dropped range from 0 to 10.](image-url)
Constructing the L1/L2 SATT Frontier

Table:

<table>
<thead>
<tr>
<th>Bin</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bin1</td>
<td>5</td>
</tr>
<tr>
<td>Bin2</td>
<td>6</td>
</tr>
<tr>
<td>Bin3</td>
<td>3</td>
</tr>
<tr>
<td>Bin4</td>
<td>3</td>
</tr>
<tr>
<td>Bin5</td>
<td>3</td>
</tr>
<tr>
<td>Bin6</td>
<td>1</td>
</tr>
</tbody>
</table>

Graph:

- x-axis: Number of Observations Dropped
- y-axis: L2
- Data points: (0, 0.12), (2, 0.10)

Legend:
- □ Treatment
- ■ Control

Note: The number of observations dropped in each bin is as follows: Bin1: 5, Bin2: 6, Bin3: 2, Bin4: 3, Bin5: 3, Bin6: 1.
Constructing the L1/L2 SATT Frontier

The diagram shows the frequency distribution of observations for different bins labeled as Bin1 to Bin6. The bars represent the number of observations dropped for Treatment and Control groups.

A scatter plot on the right side of the diagram illustrates the relationship between the number of observations dropped and a variable labeled L2.
Constructing the L1/L2 SATT Frontier

![Bar graph showing frequency distribution across bins for Treatment and Control groups.]

![Graph showing the number of observations dropped vs. L2 value.]

- **Bins:** Bin 1, Bin 2, Bin 3, Bin 4, Bin 5, Bin 6
- **Frequency Counts:**
  - Bin 1: Treatment 4, Control 4
  - Bin 2: Treatment 6, Control 7
  - Bin 3: Treatment 2, Control 3
  - Bin 4: Treatment 3, Control 4
  - Bin 5: Treatment 3, Control 2
  - Bin 6: Treatment 1, Control 2

- **Number of Observations Dropped vs. L2 Value:**
  - L2 values range from 0.00 to 0.12
  - Number of observations dropped range from 0 to 10
  - The graph shows a downward trend indicating a decrease in L2 with an increase in the number of observations dropped.
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Frequency

- Bin 1: 4
- Bin 2: 6
- Bin 3: 3
- Bin 4: 3
- Bin 5: 2
- Bin 6: 1

Treatment vs. Control

Number of Observations Dropped

L2

0.00 0.02 0.04 0.06 0.08 0.10 0.12

0 2 4 6 8 10
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- Bin 1: Frequency 4 (Treatment), 4 (Control)
- Bin 2: Frequency 6 (Treatment), 6 (Control)
- Bin 3: Frequency 2 (Treatment), 2 (Control)
- Bin 4: Frequency 3 (Treatment), 4 (Control)
- Bin 5: Frequency 3 (Treatment), 2 (Control)
- Bin 6: Frequency 1 (Treatment), 2 (Control)

Graph shows the number of observations dropped vs. L2 with a decreasing trend.

Legend: [Color] Treatment, [Color] Control
Constructing the L1/L2 SATT Frontier

![Bar chart and line graph showing the frequency of observations in different bins for Treatment and Control groups, along with the number of observations dropped and their corresponding L2 values.](image-url)
Constructing the L1/L2 SATT Frontier

![Bar chart and line graph showing frequency and L2 values for different bins.]

- **Bar chart**:
  - Bins 1 to 6, with frequency counts.
  - Two bars for Treatment and Control.

- **Line graph**:
  - X-axis: Number of observations dropped.
  - Y-axis: L2 values.

- **Legend**:
  - Blue: Treatment.
  - Red: Control.

- **Example values**:
  - Bin 1: 4 (Treatment), 4 (Control).
  - Bin 2: 6 (Treatment), 6 (Control).
  - Bin 3: 2 (Treatment), 2 (Control).
  - Bin 4: 3 (Treatment), 3 (Control).
  - Bin 5: 2 (Treatment), 2 (Control).
  - Bin 6: 1 (Treatment), 2 (Control).

**Summary**:
- The chart illustrates the distribution of observations across different bins for Treatment and Control groups.
- The line graph shows a decreasing trend in L2 values as the number of observations dropped increases.

**Additional Note**:
- The notation L2 / 55 indicates a possible ratio or specific value related to the L2 metric.
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![Bar chart showing frequency distribution for different bins.

- Bin 1: 4 (Control), 4 (Treatment)
- Bin 2: 6 (Control), 6 (Treatment)
- Bin 3: 2 (Control), 2 (Treatment)
- Bin 4: 3 (Control), 3 (Treatment)
- Bin 5: 2 (Control), 2 (Treatment)
- Bin 6: 1 (Control), 1 (Treatment)

![Graph showing L2 values against number of observations dropped.

- L2 values decrease as the number of observations dropped increases.

Legend:
- Blue bars: Treatment
- Red bars: Control

L2 / 55
Constructing the L1/L2 SATT Frontier
Constructing the L1/L2 SATT Frontier

- Warning: This figure omits some technical details too!
Constructing the L1/L2 SATT Frontier

- Warning: This figure omits some technical details too!
- Works very fast, even with very large data sets
Problems with PSM: Foreign Aid Shocks
King, Nielsen, Coberley, Pope, and Wells (2012)

Imbalance Metric

<table>
<thead>
<tr>
<th>Mahalanobis Discrepancy</th>
<th>L₁</th>
<th>Difference in Means</th>
</tr>
</thead>
<tbody>
<tr>
<td>published PSM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>published PSM with 1/4 sd caliper</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Raw Data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Random Pruning</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

"Best Practices" PSM
MDM
CEM

Methods-specific frontiers (for methodological research only)
Problems with PSM: Healthways Data

King, Nielsen, Coberley, Pope, and Wells (2012)

Imbalance Metric

<table>
<thead>
<tr>
<th>Mahalanobis Discrepancy</th>
<th>L₁</th>
<th>Difference in Means</th>
</tr>
</thead>
</table>

- **Raw Data**
- **Random Pruning**
- "Best Practices" PSM
- PSM
- MDM
- CEM

Methods-specific frontiers (for methodological research only)
PSM Approximates Random Matching in Balanced Data

PSM Matches

CEM and MDM Matches
Conclusions
Conclusions

- The Matching Frontier
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    • Can increase imbalance when removing the worst matches
    • Approximates random matching in well-balanced data
      (Random matching increases imbalance)
  • Implications:
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• **Software on its way** · · ·